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D ue to the widespread use of smartphones, the popularity of social media and the rise of big 

data business, it has become easier to identify specific individuals based on information that 

was previously regarded as being non-personal. Given this situation, Japan’s Act on the Protection 

of Personal Information has become insufficient to ensure the protection of privacy.

Incidents involving invasions of privacy have occurred both in Japan and overseas. While seen 

as a transient problem in Japan that was caused by the rapid spread of smartphones, the activities 

of global companies such as Google can be construed as a challenge to the ways of protecting 

personal information and privacy, which requires a review of institutional and social mechanisms.

Japanese consumers are not particularly aware of the circulation of their personal information 

on the Internet, and so have little idea of how to safeguard their privacy. Instead, they tend to rely 

on the protective measures taken by service providers as well as those adopted by the government.

At the beginning of 2012, both the United States and the European Union (EU) announced revi-

sions to their privacy legislation. While the U.S. is encouraging the industry’s self-regulatory ef-

forts, the EU is moving towards strengthening its legislation. Nevertheless, both the U.S. and the 

EU are moving to address the issues based on a similar awareness. The proposed regulations 

aimed at (1) behavioral targeting, (2) automatic profiling and the buying/selling of personal data 

and (3) the protection of children’s privacy will also have a major impact on Japan.

To appropriately deal with the coming of big data society, there is a need to review the current 

protection system and enable a shift from the protection of “personal information” to the protec-

tion of “privacy” by implementing measures such as a “Privacy by Design” program. Enforcement 

of the My Number law, for which legislative proceedings are now underway, will be a touchstone 

in this regard. (My Number refers to an identification number for social security and taxation.)
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With the widespread popularity of smartphones and so-
cial media, every day sees the generation of more and 
more personal data. While big data business is being 
promoted, invasions of privacy including the unauthor-
ized use of data are frequent, leading to a sense of un-
easiness in our networked society.

While big data is regarded as being an area of growth 
for the next generation information systems, one of the 
major challenges that the industry faces is the protection 
of privacy. In pursuit of “big data society” in which in-
formation about individuals can be safely used and pro-
vided, this paper points to the issues of “privacy” that do 
not fit into the scope of “personal information” and pro-
poses ways of dealing with these issues. This proposal is 
based on a survey on changes in consumer awareness as 
well as on the trends in the governmental policies of Eu-
rope and the United States.

Because this paper makes a clear distinction between 
“information about individuals,” “personal information” 
and “privacy,” these terms are first defined and their re-
lationship clarified (Figure 1).

“Information about individuals” is a term that refers 
to information related to an individual in the broadest 
possible sense.

“Personal information,” as defined in Japan’s Act on 
the Protection of Personal Information, is “information 
about a living individual that can be used to identify a 
specific individual by name, date of birth or other de-
scriptions contained in such information (including in-
formation that can be easily matched to other 
information, thereby enabling the identification of a 
specific individual).”

While there is no statutory definition of “privacy,” it is 
generally understood to refer to those matters related to 
the private life and private affairs of individuals or a 
household, or those matters that a person wishes to keep 

secret. Privacy refers to information about the private 
life and private affairs that is part of information about 
individuals (including personal information). Therefore, 
privacy and personal information do not constitute a 
one-to-one relationship. 

I Protection of Personal 
Information Does Not Assure 
Privacy

1 Concerns about the failure to protect 
personal information still remain

When Japan’s Act on the Protection of Personal Infor-
mation came into effect in 2005, there was a degree of 
“overreaction” such as people saying that it would be 
impossible for a school to create a list of contact tele-
phone numbers. Subsequently, the Act gradually came 
to be better understood, and has now become firmly es-
tablished in our social lives as an important institution. 
In fact, according to a survey1 conducted by the Con-
sumer Affairs Agency, the number of complaints related 
to personal information and the number of cases involv-
ing a leak of personal information have both been on the 
decrease.

However, there remains considerable concern among 
consumers about the protection of personal information. 
According to a survey2 conducted by the Ministry of In-
ternal Affairs and Communications regarding concerns 
that responding consumers had in using the Internet, 
more than 70 percent answered that they “were worried 
about the protection of their personal information,” with 
the percentage being on the increase when survey data 
in 2006 and 2010 are compared. As for the positioning 
of measures to protect personal information among 
businesses, a survey undertaken by the Ministry of 
Economy, Trade and Industry3 revealed that more than 
80 percent of responding companies answered either 
“these measures will become more and more important” 
or “these measures will remain highly important.” Then, 
what is the issue that heightens consumer concerns over 
their personal information and that requires companies 
to continue to take measures of assurance? 

2 Three Internet-related environmental 
changes 

It is thought that consumers have become more anxious 
and companies more aware of the need for measures to 
protect personal information as a result of three Internet-
related environmental changes.

(1) The rapid spread of smartphones
In fiscal 2011, shipments of smartphones exceeded 
those of ordinary feature phones for the first time. These 

Figure 1. Relationship between “information about 
individuals,” “personal information” and 
“privacy”

Information about individuals

Personal
information

Privacy refers to information about the private life 
and private affairs that is part of information about 
individuals (including personal information)
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information that could have significance for business, 
also presents a major threat to the protection of personal 
information and privacy.

In Japan’s Act on the Protection of Personal Informa-
tion, a distinction is made between personal and non-
personal information based on “ease of matching” 
(whether the information can be easily matched with 
other information, thereby enabling identification of a 
specific individual). However, now, huge amounts of in-
formation about individuals, including information that 
was previously classified as being non-personal, flow on 
the Internet. Furthermore, we are approaching a society 
where big data business makes it possible to easily iden-
tify specific individuals by using such data (Figure 2).

For example, the addresses of crime scenes that are 
published in news articles can be identified by using the 
aerial photographs provided by online map services 
such as Google Maps. There have also been cases where 
the behavioral history data of a specific individual were 
identified by matching anonymized behavioral history 
data with data in a commercial database.4 In addition, 
services have appeared that provide a profile of a spe-
cific individual (profiling services) by gathering an as-
sortment of information that is found on the Internet.

Japan’s Act on the Protection of Personal Information 
provides for the “protection of the rights and interests of 
individuals by protecting personal information.” The 
protection of the rights and interests of individuals stip-
ulated in this Act includes the protection of privacy.5 
However, for the following reasons, it is difficult for the 
Act to deal with the issue of privacy in big data society. 
Both private-sector companies and government bodies 
are required to take measures whose emphasis is shifted 
from the protection of personal information to that of 
privacy.

terminals have become a familiar sight in people’s lives. 
Smartphones make it much more convenient to access 
the Internet. In addition to giving the user access to the 
Internet anywhere and at any time, the devices can pro-
vide services that are dependent on the user’s location 
with a built-in GPS (global positioning system) func-
tion. As a result, smartphones accumulate huge amounts 
of personal information such as a list of telephone num-
bers, as well as browsing histories and even tracks of 
where the user has actually been, which constitute infor-
mation related to privacy. As discussed in Chapter II, 
there have been many instances where apps (application 
software) have infringed on the user’s privacy by inap-
propriately accessing such information.

(2) Increased use of social media
With the spread of smartphones has come the explosive 
growth of the use of social media mostly among the 
younger generation. Because Facebook, the world’s 
largest social networking service (SNS) with more than 
one billion users, requires that users must use their real 
names, huge amounts of personal information are gener-
ated every day and are circulated between friends and 
acquaintances.

Generally, an SNS enables users to specify the scope 
of disclosure depending on the type of information they 
upload, such as “friends,” “friends of friends” and “pub-
lic.” However, in some cases, the default setting for dis-
closure is “public.” This has caused cases in which 
information uploaded as secret has become available for 
everyone to see.

(3) The rise of big data business
Big data business, which takes huge quantities of raw, 
unstructured data and processes it in order to extract 

Figure 2. Examples of personal information and non-personal information (previously considered as being non-personal)

Information about individuals Identifiability of individuals

Disclosability

This information can constitute data based on 
which a specific individual can be identified

Can be 
disclosed

Cannot be 
disclosed

Personal information:
An individual can be identified 

photographs

An individual cannot be identified
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• It is difficult to make a clear-cut distinction between 
personal information and non-personal information.

• Even the non-personal data collected by Internet-
based businesses could lead to an invasion of pri-
vacy.

• Non-personal information that circulates on the In-
ternet without a person’s knowledge can be used to 
profile that person or track his/her behavior.

II Invasion of Privacy in Big 
Data Society

1 Classification of recent instances of 
privacy infringement

With the rapid adoption of smartphones and the spread 
of social media, there have been many new instances of 
privacy infringement. The main causes of privacy in-
fringement cases that have occurred over the last few 
years can be broadly classified into two patterns based 
on the awareness of the companies that have committed 
them (Table 1).

The first pattern stems from the rapid spread of new 
information terminals such as smartphones and a lack of 
awareness of privacy protection on the part of service 
providers. Among the companies providing application 
software (apps) for smartphones, there are many venture 
businesses, some of which may not have sufficiently 
considered matters of privacy. This is compounded by 
the fact that the rapid rise in the popularity of these new 
services has left the necessary institutional systems such 
as guidelines trailing behind. However, in response to 
the problems caused by these unknowledgeable compa-
nies, security software that can detect insecure apps for 
smartphones has been appearing, and a legal system is 
being developed to bring it into line with modern reali-
ties. That is, these cases are basically just a passing 
phase, and will gradually be eliminated.

The second pattern of incidents has its origin in ser-
vice providers challenging the ambiguity of privacy as it 
exists in big data society. Even though major U.S. plat-
forms such as Google and Facebook have been legally 
challenged concerning some of the new services that 
they have offered, they continue to boldly offer services 
that challenge the ambiguous area of privacy. To deal 
with these types of services, there is a need for basic 
institutional and social frameworks for protecting per-
sonal information and privacy.

2 Pattern 1: Cases of privacy infringement 
caused by service providers’ 
lack of awareness

As examples of invasion of privacy that stemmed from 
service providers’ lack of awareness, consideration is 
given to the cases of “Viewn” and “AppLog.” Both cases 
are characteristic of big data society in that neither case 
involved existing personal information, but both cases 
invaded privacy by collecting non-personal information.

Viewn offers apps that enable users to subscribe to 
electronic newspapers and magazines on information 
terminals such as iPhone, iPad and Android for a flat 
fee. Problems arose in November 2011 when Viewn re-
leased an app that included a function of collecting the 
user’s browsing history and terminal identification in-
formation without the user’s consent (Figure 3).6

Viewn acquired users’ browsing histories in order to 
distribute sales to the newspaper companies and maga-
zine publishers that published the articles available 
through apps and collected terminal identification infor-
mation to examine the eligibility for membership bene-
fits for the first 30 days. Because it was not possible to 
identify individuals from the collected data, Viewn as-
sumed that these data would not constitute personal in-
formation. In fact, it is actually very difficult to identify 
individuals from their browsing histories. However, if a 
user’s browsing history that may contain a magazine (an 

Table 1. Classification of major privacy invasion cases occurred in big data society

Service name

Provider

Problem

Pattern

Viewn

Viewn

The newly released service had 
a function of collecting the 
user’s browsing history without 
user consent and sending it to 
the server

These problems were caused by service providers’ lack 
of awareness and insufficient security measures

These problems have their origin in service providers challenging 
ambiguous areas where there are no explicit laws and regulations

As a result of the rapid spread of smartphones, these cases have 
been occurring in a transient manner, and will gradually be 
eliminated with the spread of security software, etc.

There is a need for basic institutional and social frameworks 
for protecting personal information and privacy

AppLog

Milog

The problem stemmed from not 
obtaining user consent or not 
providing a full explanation, and 
that content of information 
transmitted was not transparent 
to users

Google Buzz

Google

Without obtaining prior user 
consent, information provided 
for Gmail was used for other 
purposes such as for setting 
user names by default

Facebook

Facebook

Facebook changed its website 
so certain information that 
users may have designated as 
private was made public. The 
company did not notify users or 
get their consent in advance.

Japan United States
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The problem with AppLog lay in the fact that when 
the use of an app into which AppLog was incorporated 
was first started, a simple message was displayed, stat-
ing that “terminal information is transmitted in order to 
optimize the delivery of advertising.” In fact, without 
reading Milog’s privacy policy, it was difficult to under-
stand that AppLog gathered information on the use of all 
apps installed on the terminal, and this data was ana-
lyzed relative to the user’s age group and gender. Be-
cause users were not aware that information was being 
collected on the use of every app on their terminal, they 
felt that their privacy had been compromised.

As described above, privacy issues can occur even 
with the collection of non-personal information in big 
data society. In particular, the cases described above 
were a result of the rapid spread of new information ter-
minals such as smartphones, together with a lack of 
awareness of privacy issues on the part of service pro-
viders. However, Viewn and AppLog were not isolated 

adult magazine, say), which the user does not want any-
one else to know about, is obtained without his or her 
consent, the user would feel that his or her privacy had 
been infringed. After it was pointed out on websites that 
Viewn was collecting browsing histories without user 
consent, the company changed its Terms and Condi-
tions, which now state that the service collects browsing 
histories and terminal identification information.

In the case of AppLog,7 the problem stemmed from 
not providing a full explanation when obtaining user 
consent. Milog’s AppLog is a program that is designed 
to monitor and record the use of apps that are installed 
on Android devices, with app developers incorporating 
AppLog into their products and being compensated by 
Milog depending on the number of times their app is 
downloaded. Meanwhile, Milog analyzes the user infor-
mation that it obtains and sells the results to advertising 
agencies (Figure 4). Because of the effects of this pri-
vacy case, Milog went out of business in April 2012.

Source: Compiled based on “Apuri riyo jikan ya kaisu maruwakari “AppLog” ni hihan (Fully acquiring information on the time during which an app is used as 
well as on the number of times an app is used: criticism of AppLog),” October 5, 2011, Asahi Shimbun.

Figure 4. Problem with Milog’s AppLog

Without carefully reading Milog’s 
privacy policy, it is difficult for 
users to understand details of 
information transmitted by 
AppLog and the purpose of the 
use of that information

Users App developers

Providing apps

Sending information on the use of all 
apps installed on the terminal

Providing AppLog
Remuneration

Delivering advertising 
that is likely to attract 
the user’s interest

Analyzing obtained 
information to identify data 
such as apps the user likes, 
user’s age group and gender, 
and sending such data

Advertising agencies

Remuneration

Milog

Point at issue

Source: Compiled based on “Denshi shimbun/zasshi ni otoshiana, Viewn ya sankei ni yuza jyoho no shushu kino (A trap in electronic newspapers and 
magazines – Viewn and Sankei have a function to collect user information),” bizmash!, January 2012.

Figure 3. Problem with app “Viewn” provided by Viewn

Users Viewn (service provider)

Providing apps

Point at issue

Without user consent, Viewn 
collected information that users 
would feel that their privacy had 
been infringed such as their 
browsing histories containing, for 
example, adult magazines

Collecting users’ browsing histories and terminal 
identification information without their consent

Sales were distributed to newspaper 
companies and magazine publishers 
according to the number of views

Newspaper companies 
and magazine publishers
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cases—there are actually large numbers of apps that re-
trieve information from smartphones, etc., in a way that 
users might feel their privacy compromised. Unauthor-
ized apps for Android devices, in particular, have prolif-
erated since the second half of 2011, with more than 
4,000 cases being identified only in 2011 (Figure 5).

Although these incidents present a big problem when 
they occur, it is possible to look forward to them being 
gradually eliminated by the spread of security software 
for detecting unauthorized apps on smartphones, as well 
as through the development of the legal system by the 
government and the establishment of rules by industry 
associations.

3 Pattern 2: Service providers challenging 
the legal system

As examples of companies that have challenged the le-
gal system, a look was given at the cases of Google Buzz 
and Facebook.

In February 2010, Google launched its Buzz social 
networking service through its Gmail web-based email 
product. The problem that Google Buzz presented was 
that Google used information gathered from Gmail 
without obtaining the consent of users in advance.8 
When Google launched Buzz, its privacy policy stated 
that “When you sign up for a particular service that re-
quires registration, we ask you to provide personal in-
formation. If we use this information in a manner 
different than the purpose for which it was collected, 
then we will ask for your consent prior to such use.” 
However, Google used information provided for Gmail 
for another purpose—Google Buzz—without obtaining 
user consent in advance, which led users to feel that 
their privacy had been compromised (Figure 6).

In December 2009, Facebook changed its website so 
certain information that users may have designated as 
private—such as their Friends List—was made public. 
They did not notify users that this change was coming, 
or get their consent in advance. In addition, Facebook 

3,500

3,000

2,500

2,000

1,500

1,000

500

0
iOS BlackBerry

OS
Windows

CE
Symbian

OS
J2MEAndroid

Note: Malware is short for malicious software (programs).
Source: Japan Smartphone Security Association, “Malware taisaku WG katsudo hokoku (Report on the Activities of the Malware Countermeasure WG),” 
2012.

Figure 5. Number of mobile malware signatures 

OS

Signatures Q1 - 2011

Signatures Q2 - 2011

Signatures Q3 - 2011

Signatures Q4 - 2011

Figure 6. Point at issue with Google Buzz

Information provided for Gmail is used without obtaining 
user consent in advance such as setting the Gmail 
sender name as the user of Google Buzz by default

Users Google

Use of Google Buzz

Point at issue

For example, the Gmail sender name is set as 
the user of Google Buzz by default
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similar survey done by the Institute for Prospective 
Technological Studies (IPTS),10 targeting young people 
in four member countries of the European Union (EU), 
specifically, the UK, Germany, France and Spain (Fig-
ure 8). In response to the question about the possibility 
of “My personal information is used without my knowl-
edge,” 65 percent of young Japanese people responded 
that they were either “very concerned” or “somewhat 
concerned,” while the figure was 82 percent for the Eu-
ropean respondents. As such, regarding the external use 
of personal information, awareness in Japan was about 
20 points lower.

While many young Japanese people are aware of the 
fact that their personal information is used without their 
knowledge based on their online personal information, 
their perceptions about how their personal information 
may be used in specific situations are low. Such low lev-
els of perceptions suggest that they have little idea of the 
degree of damage that they could possibly suffer.

2 Few young Japanese people take 
protective measures

The survey items explaining the specific content of the 
external use reveal that the perceptions of Japanese re-
spondents are lower by about 30 points than of Europe-
an respondents. These items are: “my identity is 
reconstructed using personal data from various sourc-
es,” “my views and behaviors may be misrepresented 
based on my online personal information” and “my rep-
utation may be damaged by online personal informa-
tion.” These findings suggest that in comparison with 
young European people, their Japanese counterparts are 

represented that third-party apps that users installed 
would have access only to user information that they 
needed to operate. In fact, the apps could access nearly 
all of users’ personal data—data the apps did not need.9 
A number of these instances led users to feel that their 
privacy had been infringed.

The U.S. Federal Trade Commission (FTC) charged 
that both the Google Buzz and Facebook services had 
caused harm to consumers through their “unfair or de-
ceptive acts or practices,” and required them to imple-
ment a comprehensive privacy program and undergo 
independent, third-party audits every two years for the 
next 20 years.

Despite the above-mentioned order by the FTC to 
implement corrective action, Google continues to chal-
lenge the ambiguous area of privacy. For example, in 
March 2012, the company switched from having sepa-
rate privacy policies for each of its services to a single 
document, integrating user data from each service in or-
der, it claimed, to provide a more personalized service.

In the same way as with Google, the FTC also ordered 
Facebook to implement corrective action. Nevertheless, 
year by year, Facebook has been expanding the scope of 
the disclosure of user information as default settings, to 
the detriment of privacy protection.

In response to service providers such as Google and 
Facebook that are constantly pushing the boundaries of 
privacy, there is a need for basic institutional and social 
mechanisms that can safeguard personal information 
and privacy.

III Consumer Knowledge of 
Privacy

1 Young Japanese people are not 
sufficiently aware of the specific damage 
they could suffer

As described in Chapter II, there have been many inci-
dents that could have led to invasion of privacy. Given 
this situation, what are the perceptions of consumers 
about the frequent occurrence of such incidents?

According to the results of a Questionnaire Survey on 
Information and Communications Services conducted 
by Nomura Research Institute (NRI) in July 2012, about 
90 percent of responding consumers are either “always 
concerned” or “sometimes concerned” about the protec-
tion of their personal information and privacy when us-
ing the Internet (Figure 7).

On the other hand, according to Japan’s Information 
Technology Promotion Agency (IPA), Japanese con-
sumers (in particular, young people) are less aware of 
the external use of their personal information than are 
consumers in Europe. The comparison was made be-
tween the results of an Internet poll of Japanese people 
aged 15 to 25 conducted by IPA in 2010 and those of a 

Figure 7. Consumer perceptions about the protection of 
personal information and privacy when using 
the Internet

Q 39: Do you worry about the protection of personal 
information and privacy when using the 
Internet? (Single choice)

I’m never 
concerned:

 10.4% 

I’m always concerned: 
32.9%

I’m sometimes concerned: 
56.7%

Source: Questionnaire Survey on Information and Communications 
Services conducted by Nomura Research Institute (NRI) in July 2012.

N = 2,069
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less aware of the scope of specific effects that may be 
brought about when online personal information is used 
by others.

In addition, the proportion of young Japanese people 
who have taken measures to protect their own personal 
information is relatively low overall, as compared with 
their European counterparts (Figure 9).

Specifically, in response to questions as to whether 
they “read the privacy policy of websites,” “use dummy 
email account to shield my identity,” “erase cookies,11” 
“adapt my personal data so that no linking between pro-
files is possible,” “change the security settings of my 
browser to increase privacy” and “use tools limiting the 
collection of personal data (e.g., firewall, cookie filter-
ing),” the proportion of young Japanese who responded 
with “always” or “often” was lower than that of young 
Europeans.

The only item where young Japanese respondents 
scored higher was in response to a question asking 
whether they “check that the transaction is protected or 

the site has a safety badge before I enter valuable per-
sonal data.” This item relates to the security and safety 
measures that are employed by third parties, rather than 
by the users themselves.

3 Young Japanese people rely on others to 
protect their personal information

First, let’s consider why, relative to young people in the 
EU, fewer young Japanese people implement measures 
to protect their personal information.

One factor to consider is that, compared to their coun-
terparts in the EU, young Japanese people are very in-
clined to ascribe the responsibility for protecting their 
personal information to companies. As shown in Figure 
10, in response to a question as to whether the responsi-
bility to protect personal information should lie with 
companies, individuals, everyone in society as a whole, 
the government, or the courts, police and prosecutors, 
40 percent of young Japanese people selected “strongly 
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the Information Technology Promotion Agency (IPA) in August 2010, and “Young People and Emerging Digital Services: An Exploratory Survey on 
Motivations, Perceptions and Acceptance of Risks” conducted by the Institute for Prospective Technological Studies (IPTS).

Figure 8. Perceptions about the use of personal information among young people (comparison between Japan and EU)

Japan: N = 1,006

EU: N = 5,519

Perceptions about the 
“use of personal 
information” in general

Perceptions about 
specific content of 
external use

My personal information is used without my knowledge

My identity is reconstructed using personal data from 
various sources

My views and behaviors may be misrepresented 
based on my online personal information

My reputation may be damaged by online personal 
information
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Source: Compiled based on the “Report of the Survey on Perceptions and Acceptance of Risks concerning eID-related Security and Privacy” conducted by 
the Information Technology Promotion Agency (IPA) in August 2010.

Figure 9. Measures taken by young people to protect their personal information (comparison between Japan and EU)

Japan: N = 1,006

EU: N = 5,519

The only item where 
Japanese respondents 
scored higher than their 
European counterparts was 
related to security and 
safety measures that were 
employed by a third party

Read the privacy policy of websites

Use dummy email account to shield my identity

Adapt my personal data so that no linking between profiles is possible

Change the security settings of my browser to increase privacy

Use tools limiting the collection of personal data (e.g., firewall, cookie filtering)

Erase cookies

Check that the transaction is protected or the site has a safety badge before 
I enter valuable personal data
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the Protection of Personal Information. Two examples 
of such laws are:

(1) The Fair Credit Reporting Act (FCRA) in the area 
of credit information

(2) The Health Insurance Portability and Account-
ability Act (HIPAA) in the field of medical care

With the absence of any general law, the protection of 
personal information and privacy in those industries and 
fields that are not covered by a specific law has been en-
trusted to the discretion of businesses. Compared to Japan 
and the EU, both of which have general laws, the environ-
ment in which information about individuals can be used 
in the U.S. is relatively lax, perhaps pointing to the coun-
try’s stance of giving priority to industrial development.

However, as pointed out in Chapter II, while busi-
nesses using information about individuals are thriving, 
the number of cases of consumer privacy being invaded 
has been increasing as is seen in the cases of Google and 
Facebook, which has led to a growing trend towards 
calling for stricter regulations. Faced with these circum-
stances, in February 2012, the Obama Administration 
announced a “Consumer Privacy Bill of Rights,” which 
laid down consumer rights more clearly than before and 
which encouraged businesses to take self-regulatory 
measures.12 Given that many privacy bills have been in-
troduced in Congress, the announcement of this blue-
print can be interpreted as a measure to avoid the 
imposition of new obligations and regulations on busi-
nesses by introducing the consumer bill of rights that 
has no legally binding effect.

The Consumer Privacy Bill of Rights defines seven 
rights for consumers online (Table 2). These rights in-
clude:

(1) Individual control: Consumers have a right to ex-
ercise control over what personal data organiza-
tions collect from them and how they use it.

agree” or “agree” for “companies should be responsible 
for safeguarding personal information”—fully 10 points 
more than that in the EU.

These findings clearly show that, compared to young 
people in the EU, young Japanese people are not as 
aware about protecting their personal information on-
line by themselves. Instead, they place much more trust 
in companies to implement protection measures. This 
situation is a major source of concern about the protec-
tion of privacy, given the rapid increase in the number of 
incidents involving the invasion of privacy and the fact 
that many service providers are overseas companies that 
do not fall under the jurisdiction of Japanese law.

IV U.S. and EU Move to 
Strengthen Their 
Regulations

If we turn our attention to overseas, we find that the pro-
tection of privacy has become a pressing issue, and that 
efforts to review legislation are underway in both the 
United States and Europe. Although both regions are 
moving toward tighter regulations, their approaches are 
very different in that the U.S. is stressing self-regulation, 
while the EU is tending towards stricter governmental 
control. In this chapter, we will compare the main points 
of the new privacy laws proposed in the U.S. and the 
EU, while looking at three issues that need to be ad-
dressed in Japan.

1 The U.S.: Seeking to attain a balance 
between privacy protection 
and industrial development

Personal information protection legislation in the U.S. 
varies by industry or field, that is, it is “sector-specific,” 
with no general law that corresponds to Japan’s Act on 
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Note: Figures indicate the percentages of respondents who selected “strongly agree” or “agree.”
Source: Compiled based on the “Report of the Survey on Perceptions and Acceptance of Risks concerning eID-related Security and Privacy” conducted by 
the Information Technology Promotion Agency (IPA) in August 2010.

Figure 10. Responses to the question “who is responsible to protect personal data online” (comparison between Japan 
and EU)

Japan: N = 1,006

EU: N = 5,673

On the Internet, it is my responsibility to protect my personal data

It is everybody’s responsibility to make sure personal data are safe online

It is the government’s responsibility to protect my personal data online

It is the responsibility of the police and courts to ensure that personal data are 
protected online

It is the responsibility of the company I transact with to protect my personal 
data online
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(2) Respect for context: Consumers have a right to ex-
pect that organizations will collect, use and dis-
close personal data in ways that are consistent with 
the context in which consumers provide the data.

Overall, while these principles encourage consumers to 
actively become involved in the protection of their own 
privacy, businesses are also encouraged to take self-
regulatory measures.13

2 EU: Strengthening the protection of 
privacy as a “human right”

Throughout the EU, following the introduction of the 
EU Data Protection Directive in 1995, each of the EU 
member states has enacted its own domestic legislation 
and has implemented measures to protect personal in-
formation and privacy. However, this Directive was for-
mulated before the Internet spread to its current extent. 
To appropriately respond to a rapidly evolving net-
worked society, there have been ongoing discussions as 
to how best to amend the Directive.

Ultimately, in January 2012, the European Commis-
sion announced a comprehensive reform of the EU Data 
Protection Directive in the form of a legislative proposal 
for a General Data Protection Regulation.14 Unlike the 
existing EU Data Protection Directive that gives each 
member state the discretion to form its own laws, the 
proposed General Data Protection Regulation will be 
positioned in such a way in which the entire EU is sub-
ject to the same rules. Behind this move is a sense of 
urgency to consistently promote the protection of pri-
vacy throughout the community and eliminate the dif-
ferences between individual countries in order to 
respond to rapid changes.15

The proposed General Data Protection Regulation, 
which is based on the fundamental principle of “privacy 
is one of the most important human rights,16” establishes 
new rights such as the “right to be forgotten” and the 
“right not to be subject to a measure based on profiling 
by means of automated processing.” In addition, stricter 

regulations are also imposed on businesses, which in-
clude the imposition of penalties. Even if a company 
does not have a physical presence within the EU, the 
company will be subject to this Regulation if it offers 
goods or services to the citizens of the EU, a fact that 
companies in Japan cannot afford to ignore (Table 3).   

3 Three issues to be addressed

Considering the review of privacy policies in the U.S. 
and Europe, the following paragraphs discuss the three 
issues that are assumed to have a major impact on Japan. 
They are: (1) behavioral targeting, (2) automated profil-
ing and the buying/selling of personal data and (3) pro-
tection of children’s privacy. Since none of these issues 
are specifically addressed by Japan’s Act on the Protec-
tion of Personal Information, these issues need to be ad-
dressed to enhance the legal framework as well as from 
the viewpoint of international coordination.

(1) Behavioral targeting
“Behavioral targeting,” whereby companies such as ad-
vertisers use cookies or web beacons17 to collect and 
analyze an individual’s browsing history and provide 
that individual with online advertisements and services 
that are tailored to his or her preferences, has been de-
ployed by many related businesses.

However, because this technique could be interpreted 
as being an invasion of privacy,18 there has been increas-
ing pressure from U.S. consumer groups and European 
data protection authorities to impose stricter regulations. 
This brings up the issue of creating a mechanism that 
can differentiate between “users who wish to receive” 
online advertising that is tailored to their preferences 
and “users who do not.”

In response to such requests, the U.S. has promoted 
industry self-regulatory efforts based on an “opt-out”19 

scheme by means of a “Do Not Track” mechanism. The 
intention of the “Do Not Track” system is to introduce a 
means whereby users can specify on their own web 
browsers whether they accept being tracked, such that 

Source: Compiled based on the U.S.’s Consumer Privacy Bill of Rights.

Table 2. Outline of rights provided in the U.S.’s Consumer Privacy Bill of Rights 

Individual control

Transparency

Respect for context

Security

Access and accuracy

Focused collection

Accountability

Consumers have a right to exercise control over what personal data organizations collect from them and how they use it

Consumers have a right to easily understandable information about privacy and security practices

Consumers have a right to expect that organizations will collect, use, and disclose personal data in ways that are 
consistent with the context in which consumers provide the data

Consumers have a right to secure and responsible handling of personal data

Consumers have a right to access and correct personal data in usable formats, in a manner that is appropriate to the 
sensitivity of the data and the risk of adverse consequences to consumers if the data are inaccurate

Consumers have a right to reasonable limits on the personal data that companies collect and retain

Consumers have a right to have personal data handled by companies with appropriate measures in place to assure they 
adhere to the Consumer Privacy Bill of Rights
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any check of accuracy” and “data is made public.” In ad-
dition, once data on an individual has been accumulated, 
because there are many data brokers who are willing to 
sell and buy that data, there have been cases where incor-
rect data has been associated with an individual.

Since the beginning of 2000, the United States has 
encouraged the industry to enable users to select wheth-
er they allow themselves to be profiled, and to ensure 
the accessibility to collected data by the relevant indi-
vidual and the safety of that data.23 However, recogniz-
ing that these self-regulatory efforts were not having the 
desired effect, in March 2012, the Federal Trade Com-
mission (FTC) suggested that Congress consider enact-
ing data broker legislation.24 In fact, in June 2012, the 
FTC fined Spokeo $800,000 for marketing profile data 
in violation of the Fair Credit Reporting Act.25 As such, 
tighter regulations have already been imposed on com-
panies that compile and sell profile data (Figure 12).

In the EU, the proposed General Data Protection Reg-
ulation established the right of every natural person not 
to be subject to automated processing intended to evalu-
ate certain personal aspects relating to the natural person 
or to analyze or predict in particular the natural person’s 
work performance, economic situation, location, health, 
personal preference, reliability or behavior, while re-
stricting profiling services to ensure that such right is 
not infringed.

France has already seen a case where a fine was im-
posed on a buyer of profile data. In this case, a data bro-
ker collected the personal information of real estate 
owners entered in online advertisements and then sold 
such data to a real property reports company. This com-
pany then used the purchased data to feed advertising to 
the property owners without obtaining their prior con-
sent. The French data protection authority, CNIL, 

the intentions of those “users who do not agree” to re-
ceive online advertising and other services based on be-
havioral targeting can be respected (Figure 11).

However, because the FTC has deemed that the self-
regulatory measures based on the “Do Not Track” 
mechanism have not attained the desired level of effect, 
the commission has committed to strengthening its su-
pervision of the “Do Not Track” system.20 In response, 
Microsoft announced that it had changed the default set-
ting of its Internet Explorer web browser to “Do Not 
Track.” However, the online advertising industry is tak-
ing a stance in opposition to Microsoft’s decision.21

On the other hand, the EU has adopted a policy 
whereby emphasis is placed on a user’s controlling his 
or her own personal information. This opt-in policy re-
quires businesses to obtain the prior explicit consent of 
a user before using cookies or similar tools for behav-
ioral targeting.22 However, because cookies have be-
come indispensable tools for the use of the Internet, a 
complete change to “opt-in” would adversely affect con-
venience and would interfere with site operations. As 
such, some sites still rely on the “opt-out” approach.

(2) Automatic profiling and the buying/selling of 
personal data

“Automatic profiling” involves using cookies and similar 
tools to track and infer an individual’s behavior, as well 
as collecting personal information that the individual 
posts to websites in order to automatically create a profile 
of the individual. For example, the private information 
that an individual writes to an SNS or blog is collected by 
a profiling company and then used to publish, with no 
check of accuracy, a “history” of the individual.

The problems lie in “without the consent of an indi-
vidual,” “profiling is performed automatically,” “without 

Source: Compiled based on the proposed EU General Data Protection Regulation.

Table 3. Outline of rights specified in the proposed EU General Data Protection Regulation

Name

Fundamental principle

Conditions for consent

Features

Control over 
own data

Security

Responsibility of 
data controllers

Right to object

Child privacy

Territorial scope

General Data Protection Regulation

Protection of human rights

Opt-in (requiring data controllers and processors to obtain prior consent of data subjects)

Strengthening consumer control over their own data through transparent privacy policy (Article 11), obtaining explicit 
consent (Article 7), ensuring easy access to own data (Article 15), ensuring the right to be forgotten (Article 17), and so on

In addition to requiring data controllers and processors to take technical measures to protect privacy (Article 30) and 
encouraging the establishment of data protection certification mechanisms (Article 39), the Regulation requires notification 
of a personal data breach to the supervisory authority within 24 hours (Article 31)

Strengthening the accountability of data controllers through “Privacy by Design” (taking measures to ensure the protection 
of privacy from the service design stage) requirements (Article 23) and data protection impact assessment related to 
sensitive personal information (Article 33)

Stipulating the right to object to automated profiling based on personal data (Article 19) and the right not to be subject to a 
measure that is based solely on automated profiling (Article 20)

For the processing of personal data of a child below the age of 13 years, requiring controllers to obtain prior consent of the 
child’s parent or custodian (Article 8)

This Regulation also applies to businesses not established in the Union, but offering goods or services to data subjects in 
the Union (Article 3)
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imposed a fine of 20,000 on the real property reports 
company that purchased the data (Figure 13).26 

(3) Protection of children’s privacy
With the spread of online services that are accessed 
mostly by youngsters, as exemplified by SNS, both the 
U.S. and the EU have identified the protection of chil-
dren’s privacy as an important issue. Children use online 
services as if they were parts of games. While such 

behavior makes them computer literate at an early age, 
their lack of social experience and language skills often 
results in them casually posting details about their lives 
online. Even if they realize that their posting was inap-
propriate and want to delete the information they posted, 
it is actually very difficult to completely delete such in-
formation once it has been posted on the Internet.

In the U.S., the Children’s Online Privacy Protection 
Act (COPPA) requires that children under 13 may only 

Figure 11. U.S.’s “Do Not Track” mechanism

Permitted

Displays online 
advertising based on 
behavioral targeting

Denied

Displays online advertising 
that is not related to a user’s 

browsing history

A user specifies on his/her 
web browser whether he/she 

wants to be tracked

Notes: FCRA = The Fair Credit Reporting Act, SNS = social networking service.
Source: Compiled based on FTC website.

Figure 12. Civil penalty imposed on a company compiling and selling profile data in the U.S.

FTC imposed a penalty 
of $800,000 for 
violation of the FCRA

Spokeo

Customer companies Consumers

Created personal profiles based 
on collected data related to 
employment and career

Sold the profile data

Posted information

SNS Publications Others

Note: The CNIL is the French data protection authority.
Source: Compiled based on Privacy and Information Law Blog.

Figure 13. Fine imposed on the buyer of profile data in France

CNIL imposed a fine of
 20,000 for unauthorized 
use of personal data 

Real estate owners

Data broker

Collected data

Online advertisements

Disclosed personal 
information on the Internet

Sold list of real 
estate owners

Real property 
reports company

Sent advertising 
without prior consent
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using websites by having to provide their consent to in-
sert cookies when they visit those sites, as is required in 
the EU. On the other hand, those same users will likely 
be uncomfortable about cookies being used by service 
providers to collect behavioral information such as us-
ers’ browsing histories, which is then shared among mul-
tiple firms.

For this reason, the authors propose that the scope of 
information collection and use/provision that can be ex-
pected by users in the context in which information was 
collected, that is, the scope that can be assumed by us-
ers, should be examined. Based on the results of such 
examination, default settings for the disclosure of per-
sonal information should be established and situations 
in which consent must be obtained should be deter-
mined.

For example, because many Japanese tend to be reluc-
tant to provide their names or identifying photographs, 
the default setting for the scope of the disclosure of per-
sonal information on an SNS site should be set as high 
as “friends only.” An opt-out approach could be adopted 
for any minor changes such as changes to the adminis-
trator’s name. However, for providing the information to 
other sites, an opt-in method should be adopted to obtain 
prior explicit consent of the user. In addition, the state-
ment that is displayed when requesting the user’s con-
sent should specify precisely how the information is 
going to be used, rather than relying on general state-
ments such as “for the purposes of after-sales service.”

However, it is unlikely that in the highly competitive 
Internet industry, these changes would occur of their 
own accord. In order to have service providers look be-
yond the success of their own businesses and move to-
ward the healthy development of the industry, it will be 
necessary to establish an environment in which public 
organizations first lay down guidelines, after which ser-
vice providers, under the coordination of industry asso-
ciations, implement appropriate measures.28

In addition, in much the same way as with the “Do 
Not Track” system that the U.S. FTC operates, an expec-
tation can be given to the development of a mechanism 

use online services with their parents’ consent. Howev-
er, because service providers have failed to fully comply 
with this law, the FTC is expected to strengthen its en-
forcement.27

In much the same way as in the U.S., the proposed 
new EU-wide regulation (General Data Protection Reg-
ulation) requires companies to obtain parental consent 
to process the data of children under 13. These measures 
bring the EU in line with the U.S. for the protection of 
children’s privacy. In addition, the right to be forgotten, 
which will be newly established in the proposed regula-
tion, takes specific account of children’s privacy. As 
such, service providers that publish personal data on 
websites such as social media sites will become respon-
sible for erasing all links to and copies of an individual’s 
data from the Internet in response to a request from the 
relevant individual.

V Protection of Privacy 
Required in Big Data 
Society

As it makes its way toward big data society, as discussed 
in the previous chapters, Japan also urgently needs to 
address the issue of privacy protection. In this chapter, 
the authors present five points related to the protection 
of privacy in which three entities, namely, “users,” “In-
ternet service providers” and “government agencies and 
third parties,” are involved, and consider how each enti-
ty should deal with these five points (Figure 14).

1 Default settings and ways to obtain user 
consent that satisfy user expectations 
(combination of opt-in and opt-out)

While the fundamental principle is to respect the wishes 
of individuals in collecting and using information related 
to those individuals, it is reasonable to assume that many 
Japanese users will not want to lose the convenience of 

Figure 14. Five points in achieving the protection of privacy in big data society

Users Service providers
(1) Default settings and ways 

to obtain user consent that 
satisfy user expectations 
(combination of opt-in and 
opt-out)

(2) Identification and 
minimization of risk 
through prior assessment 
(Privacy by Design: PbD)

(3) Self-regulatory measures 
primarily dependent on privacy 
policy and guaranteed by a 
third-party monitoring system

(4) Protecting the privacy of the 
younger generation, especially 
children, and improving their 
privacy literacy

(5) Use of public guidelines

Government bodies and third-party organizations 
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whereby an information system can recognize the pri-
vacy settings of a user and automatically adjust its pro-
cessing accordingly. For example, if a user sets his or her 
desired level of privacy protection to one of three levels 
—high, medium or low, then a site being accessed by 
that user will automatically tune itself to the user’s de-
fault setting, while restricting those services to which the 
user must opt in. In this way, the user will be given a 
sense of relief while the site remains easy to use.29

2 Identification and minimization of risk 
through prior assessment (Privacy by 
Design: PbD)

In big data society, the probability becomes higher that 
an individual could be identified from information that 
was actually regarded as being non-personal in the past. 
Therefore, any service that intends to collect informa-
tion about individuals should, prior to the start of the 
service, assess the possibility of invasion of privacy, and 
identify and minimize any such risks through the imple-
mentation of “Privacy by Design (PbD)” (Figure 15).

The U.S., Canada and Australia require all adminis-
trative bodies to implement a “Privacy Impact Assess-
ment (PIA)” as a means of implementing PbD for their 
e-government projects, and the implementation of a PIA 
has become common in these countries. The proposed 
new EU-wide regulation requires both public and pri-
vate sectors to implement a PIA. In Japan, the “My 
Number” law, for which legislative proceedings are un-
derway, will require administrative agencies to imple-
ment a “personal information protection assessment.”

When PIA is implemented, the authors propose a 
quantitative examination of the risk of economic loss. If 
the return expected from a service is compared with the 
risk of economic loss that any invasion of privacy would 
incur, it would become possible to justify a budget 

needed for investing in implementing privacy protection 
measures, which would facilitate the implementation of 
PbD.

3 Self-regulatory measures primarily 
dependent on privacy policy and 
guaranteed by a third-party monitoring 
system

As seen in the cases of Google and Facebook that were 
described in Chapter II, in the U.S., a privacy policy is 
considered as a set of promises made by a service pro-
vider to its customers for the protection of privacy. If 
any unfair or deceptive acts or practices are observed in 
operating a privacy policy, the FTC can order corrective 
action under the provisions of Section 5 of the Federal 
Trade Commission Act (FTC Act). In the EU, as shown 
in Figure 9, a high proportion of young people read the 
privacy policies posted on the websites that they visit in 
order to protect their own privacy. The privacy policy 
functions as a tool to govern the protection of privacy by 
service providers in the EU.

In Japan, given that the Act on the Protection of Per-
sonal Information does not address the issue of privacy, 
there is a need for service providers to post their privacy 
policies on their websites and then abide by their poli-
cies.30 As a first step toward these self-regulatory mea-
sures, public bodies and industry associations should 
determine the matters that must be included in the pri-
vacy policy.

A third-party monitoring system is needed to enhance 
the efficacy of privacy policies. Because in Japan there 
is no regulatory authority overseeing the protection of 
privacy, as there is in the U.S. and the EU, private-sector 
organizations such as auditing companies and autho-
rized personal information protection organizations 
would have to be called upon to fulfill this role.

Source: Compiled based on Ann Cavoukian, “Privacy by Design Curriculum.

Figure 15. Privacy by Design (PbD) operation processes

1. Make privacy a requirement

2. Identify flows of personally identifying data

3. Develop specific privacy requirements

4. Incorporate privacy requirements into design

5. Apply development methodology

6. Test/confirm

Using a privacy impact 
assessment (PIA) program
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sent through smartphones, and is promoting self-
regulatory efforts to protect privacy on the part of indus-
try and service providers (Table 4). In addition, under an 
identification number (My Number) system for social 
security and taxation for which legislative proceedings 
are underway, the “personal information protection as-
sessment,” which is the Japanese version of PIA, is to be 
introduced. To this end, draft guidelines have already 
been formulated.33 In developing businesses, service pro-
viders that handle information about individuals will find 
it effective to follow these public guidelines.

In the first half of 2012, both the U.S. and the EU suc-
cessively announced proposed revisions to their privacy 
laws. Japan is also moving to protect privacy with the 
introduction of the My Number system. Overall, we are 
entering a new age of privacy. As we move towards big 
data society, both the public and private sectors are re-
quired to commit to achieving focus that shifts from the 
protection of “personal information” to that of “privacy.”

Notes:
1 ”Outline of the Status of the Enforcement of the Act on the 

Protection of Personal Information 2010,” the Consumer 
Affairs Agency, Government of Japan, August 2011.

2 “Survey on the Trend in Communications Usage 2006” 
and “Survey on the Trend in Communications Usage 
2010,” the Ministry of Internal Affairs and Communica-
tions.

3 “Survey on Efforts concerning the Protection of Personal 
Information 2011,” the Ministry of Economy, Trade and 
Industry, March 2011.

4 Protecting the privacy of the younger 
generation, especially children, and 
improving their privacy literacy

Although young people find it extremely easy to adapt 
to new technologies, their experience of the real world is 
limited, such that they do not pay sufficient attention to 
their privacy and can easily become victims. In fact, the 
number of malicious applications that target young peo-
ple is rapidly increasing. Given this situation, the pro-
tection of children’s privacy, in particular, has become 
an urgent issue. As explained in Chapter IV, in both the 
U.S. and the EU, before children aged below 13 can ac-
cess Internet services, service providers must obtain the 
consent of their parent or guardian. Sooner or later, Ja-
pan needs to implement a similar system.

The right to be forgotten, as proposed in the EU, is cur-
rently being considered with particular attention being 
paid to young Internet users. Recently, the Privacy Com-
missioner of Canada said “the fact that electronic records 
of many of the mistakes of today’s youth will persist for 
decades to come is cause for deep concern.”31 However, a 
concrete method of achieving this right to be forgotten is 
still at a trial-and-error stage.32 Therefore, focus should 
first be placed on privacy education for the younger gen-
eration so that they become more “privacy literate.”

5 Use of public guidelines

The Ministry of Internal Affairs and Communications 
has issued guidelines for the handling of user information 

Source: Study Group Concerning Various Problems with ICT Services based on User Viewpoints, the “Final Report of the Working Group on the Handling of 
User Information Sent through Smartphones: Smartphone Privacy Initiative,” August 2012.

Table 4. Fundamental principles of guidelines for the handling of user information sent through smartphones

(1) Ensuring transparency

(2) Securing the opportunity of user 
involvement

(3) Ensuring data collection through 
proper means

(4) Ensuring proper management of 
user information

(5) Appropriately handling complaints 
and requests for advice

(6) Privacy by Design

Service providers shall notify users of the details of the target information in terms of its collection, storage 
and use, as well as a means available for users to be involved in such collection, storage and use. 
Otherwise, such details shall be put in a state where users are easily noticeable. When service providers 
notify users of the collection of their personal information or publicize such collection to users, or acquire the 
consent of users, such notification, publication and acquisition shall be conducted in an easily recognizable 
and understandable manner.

Service providers shall notify users of the necessary matters related to the collection of their personal 
information (e.g., information to be collected, the purpose of its use, a range of information that is to be 
provided to third parties) or publicize such matters to users, or obtain the consent of users in accordance 
with the context of the characteristics of relevant services. In addition, service providers shall provide users 
with a means of being involved in the handling of their personal information such as halting the collection or 
use of such information.

Service providers shall collect target personal information by proper acceptable means.

Service providers shall take necessary and proper measures for the management of target personal 
information such as preventing such information from being disclosed, lost, or damaged, etc.

Service providers shall appropriately and promptly respond to any complaints and requests for advice with 
respect to the handling of target personal information.

Service providers shall incorporate privacy requirements into design to respect and protect the personal 
information and privacy of users at the stage when new applications and services are developed or when 
websites to which applications are provided, software and terminals are developed. Service providers shall 
fully recognize the users’ rights to their personal information and privacy and their expectations in this 
regard, and shall design and develop applications and services from the users’ perspectives in a 
user-friendly manner.

[ Fundamental Principles ]
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4 Paul Ohm, Broken Promises of Privacy: Responding to 
the Surprising Failure of Anonymization, UCLA Law 
Review, Vol. 57, 2009.

5 According to Kojin jyoho hogo-ho no chikujyo kaisetsu 
(Article-by-Article Explanation of the Act on the Protec-
tion of Personal Information) written by Katsuya Uga 
and published by Yuhikaku Publishing Co., Ltd. in 2005, 
the rights and interests of individuals include both “per-
sonal and property rights and interests.”

6 “Handling of data such as users’ browsing histories re-
lated to Viewn service (January 12, 2012),” Viewn’s web-
site (http://www.viewn.co.jp/news/20120112_01.html) (in 
Japanese).

7 “Kabushiki kaisha mirogu daisansha iinkai hokokusho 
2011 nen 12 gatsu 16 nichi (Report of the Third-Party 
Committee Investigating the Milog Case), December 16, 
2011.”

8 Federal Trade Commission, “FTC Charges Deceptive 
Privacy Practices in Google’s Rollout of Its Buzz Social 
Network,” March 30, 2011 (http://www.ftc.gov/opa/2011
/03/google.shtm).

9 Federal Trade Commission, “Facebook Settles FTC 
Charges That It Deceived Consumers By Failing To 
Keep Privacy Promises,” November 29, 2011 (http://ftc.
gov/opa/2011/11/privacysettlement.shtm).

10 IPTS (Institute for Prospective Technological Studies) is 
one of the seven scientific institutes of the European 
Commission’s Joint Research Centre (JRC). Its mission 
is to provide customer-driven support to the EU policy-
making process by developing science-based responses 
to policy challenges that have both a socio-economic as 
well as a scientific/technological dimension.

11 A cookie is a mechanism for temporarily storing informa-
tion about an Internet user on the user’s own computer 
through its web browser when the user is browsing a web-
site. Because data such as user information, the last date 
the user visited the site and how many times the user vis-
ited the website are recorded in a cookie, it is used to 
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